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J\/H“ Je ayers are real playversin a real environment

E, nples are obvious: real planes, tanks, ships, C41SR
';stems Systems-of-systems

‘v‘ urtual” players are real players, or parts of real players,
e -rra virtual_ environment

‘.:;w::.--

_;,-:-f'*’- e Examples: Human-in-the-Loop/Hardware-in-the-Loop
~ ~ ~ facilities, Systems Integrations Laboratories
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— '-f “Constructive” players are virtual playvers in a virtual
- - environment

e Examples: MODSAF, Janus, Suppressor, JMASS, JSIMS

flejt inks J,or aphicallyaseparate
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ANEhILECTUrE to link these players can be a
e omon ation of terrestrlal land lines, data links,
SATCOM, etc.

SREFOLecols™ to link can be

— 1\ ative language (e.g., JSTARS-GSM language), or

— tandard such as Distributed Interactive Simulation
= :'_f" or High Level Architecture (HLA)

— ""-I\vfly bias? Use real machine-machine language when able

_-J-"

J Jﬂdlwdual nodes and linked environment
= undergoes VV&A

- ® Thoroughly constructed test plans are executed
and real data gathered to address real test issues
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Virtual Entities
(Janus)
a TRAC-WSVIR, NM

Virtual FDC &
ATACMS (TAFSM)
Ft. SlIl, OK

LiveTAC
t. Hood, TX
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2 JJJrrJoMr Testing has been with us for
LO-= Ve S — has it amounted to anything?

— :-Senlor civilian at an Operational Test
r\ﬁ'f: Cy:

= *--_Lé:'rge Investments in equally large Power Point files”
;ﬁ-- -" TA number of solutions searching for problems”
-,-—; ~ e “No change in T&E that actually gets executed™
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e “No coherent strategy to use distributed testing”

F- As the old commercial said, “Where’s the
beef?”
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PieVeEn iechinology With Potential

:%e‘rfe N

Traclitiorizl) PIFE -lit-aﬂ@ns overcome e s TJraditional OT&E limitations, overcome
oy distriglt . 19)/; distributed i LESting
S EINIAON RLEGIEite aVIonICS testing —  Inadeguate guantity/types of targets
— lricorrgetlgliE *éf collected data — Inadequate quantity/types of threat

—  FHlupgrzi) Jaie n not represented systems

ve force levels — Inadequate quantity/types of friendly
systems

— Electronic combat testing not allowed, is

ol ombat testing not allowed, limited or reSt”Cj[ed
d or restricted — Non-representative force levels

s -syétems for compatibility — Human interaction not represented
I — Insufficient test articles
= — Real-time M&S not available — Unrealistic test scenarios
e — Insufficient number of test events

Source: Joint Advanced Distributed Simulation Joint Test and Evaluation (JADS JT&E)
- 361 DT&E and OT&E limitations compiled from study of test reports and TEMPS
- “Top” limitations, as shown above, the result of ranking by tri-Service panel of testers
- Evaluation of ability of distributed testing to overcome the above limitations was
conducted using data from JADS’ nine phases of testing, 1995-2000
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[LE vI\/IISSIle Defiense — Attack Operations JT&E
FEighter Visual Strike Warfare Environment (VSWE 7)

SEIIIENIRECE =t Activities:
— il Lﬂ =um Challenge 2002
—_rj Battle Command Brigade and Below (FBCB2) Field

.—

=== IE"'22 Alr Combat Simulator
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e — - -
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Gooe N SWWS — Increasm
C) f 'rstrlb te rll'est

IVIity/

Sore Archf ture/TooI Inrtiatives:
EREeUndaton Initiative 2010/TENA (Test and Training Enabling
ANchitecture):

JoInt Dist ributed Engineering Plant

r\Jr ,;e rce’s Joint Synthetic Battlespace (JSB) work with NEXRI (NEXt
Ranee Instrumentation) — Effort to provide underlying synthetic
= si AroRmEent for flight test ranges and AFOTEC support

e fFJ‘F e’ACtIVItIeS Great Potential

e - ~ Erom one colleague: GMD will perform a distributed test in FY 09/04
s ~ with players such as Aegis (Navy), Cobra Dane (Air Force) and UEWR
= — (Airtorce)

s - o

= = “This will be the largest distributed test attempted”

— Another Colleague: MDA is using considerable distributed testing via
—— M&S — primarily MDWAR tying together JNTC, labs, field agencies
(e.g., PAC-3, ABL, etc.). Will probably be the main mechanism for
validating initial readiness as proposed by the President for October
2004.
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SOINENRECE] tLessonf_Eearned
onesy Electronic Rrovin

STBIAO the: Start of test agree S concerning lines of authority,
res oruomr/ al d Jiules of engagement” must be in place; decision
IO mlb- e delegated to the lowest possible level. “Everyone is on
"he ScIiie 'nw ‘0 music with one conductor.”

S

]5 tlou r:}@ sts are very complex to plan manage, execute, and report,

- =

_-—.'_'

'_ T-F-_;__..’F ,’h’arves’c and aggregation of test data collected from distributed
— * locations is always more complex and difficult than expected. Both the
~_  instrumentation and the M&S network architecture must be planned and

—

sized to adeqguately satisfy requirements.

I_'I.
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SOINE F:; tLesson Eearned
(CoLlfigs Electror __ vm
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- OOFFJJfngEL,_) sicritical between' all parties involved
EBntractors, government, multiple agencies and

C orrJrrwrchﬂ flrms)

— Juqrh eal mstrumentatlon frequency clearance, real estate issues, basic
st cture or “test lines of communication” for equipment, personnel,

3 _u’eT Jmentation is a must; test items, equipment, people, instrumentation get

— — ck"’ “hungry,” and “replaced or repaired” - all must be coordinated prior to

r'”' = test start. All rules of engagement must be spelled out and well known to all

__._-__-e.::’f*; that “will play” in the test.
~~ = Support personnel must be kept on standby for quick deployment from rear or
- ~ base of operations in the event of unexpected H/W and S/W difficulties and
- problems.
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SOINENRECENL Lessons Eearned
euiesy Electronic _JOVII’]

lweRalFaWaIERESS IS ClticalFtoNRstier that Valid test datal IS
Eed emrJﬂ- ausality, of fallure and success is understood. Test tools
eveloped! tor specifically support a distributed environment and
chiig) EIS ituational awareness of the test directors test control system.
Ll

: paerstanding of the “System of Systems” connected by a
IED /vorf el networks,” distributed geographically, down to the system level
gzlrelgglo nt, for test design, data collection and data analysis. The test
e_ig_e “and! the wser of the test data must understand the systems, the

2 stem of systems, the architecture and the test design to understand and
P makersense of the results.

: e ‘—Never assume” iIs valid for all tests, but is critical for distributed tests due
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= —-=Jc-9_- ‘guest status” at remote geographlcal locations.

1

~s  And many more...
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Figure from “Andhara Pradesh:
Lesson for Glebal Seftware
Development”, Kyle Eischen,
Computer Magazine, June 2003,

Techinolagy Change Page 35
[5) i ef : -l
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— (5 Per cent)

an*t rely on technology itself to drive the change
- Must Pbe balanced with process and organizational changes
- e This reqguires commitments at all levels
e Senior leadership to make the change
 Mid-level to worker bees to actively implement the changes
» More proven performance (valid and valuable data for test events)

will lead to more outfits committing their programs to distributed testing
15
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GCreszit Lc‘:):;ﬁ Learned Presentations to Follow:

— JJJLL&* Jeater Air and Missile Defense SoS/Next Generation
_ Jr_er: operability Testing

e e

- — -}\’ tltifiunctional Information Distribution System

_,__;z-f — Villemnium Challenge 2002
- ~ — TENA — The Foundation for DoD Range Interoperability

-
—_— —-:

h;_:_—_, = Joint Distributed Virtual Combat Range
— NAVAIR DNet Experience

Thanks!

mark.e.smith-2@saic.com
505-830-6757 16
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