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Unmanned Ground Vehicle/ Systems JPO

The Unmanned Ground Vehicles/Systems Joint Project Office (UGV/S JPO) is located at the U.S. Army Aviation and Missile Command (USA AMCOM), Redstone Arsenal, Alabama. Its’ mission is to provide the XXIst century land forces with a family of highly mobile, multi-mission, Unmanned Ground Vehicles (UGVs) to achieve a "Leap-Ahead" capability across the entire spectrum of military conflict.  The UGV/S JPO is the focal point for fielding ground robotics to the U.S. Military.
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The UGV/S JPO has several programs that fall under three product categories:

· Family of Tactical Unmanned Vehicles (FTUV),

· Vehicle Teleoperation (VTC), and

· Robotic Combat Support System (RCSS). 

The FTUV product is focusing on a variety of different systems to conduct reconnaissance and surveillance missions for the U.S. Army and Marine Corps. It primarily consists of two different products: Tactical Unmanned Vehicle (TUV) and Man-Portable Robotic System (MPRS).  The FTUV family of interoperable, multiple mission and capabilities systems include:

· man-portable, light tactical unmanned platforms and systems for remote route, area, and building reconnaissance in the dismounted battlespace;

· intermediate sized tactical unmanned vehicles for short range scout / surveillance of the battlespace;

· tactical unmanned vehicles based on fielded or proposed mobility and weapon platforms for long range RSTA, attack, and developing missions.

Figure 1 shows the Matilda man portable UGV with the tactical operator console unit (OCU), and Figure 2 shows the Army Research Lab produced Demo III experimental unmanned vehicle (XUV).  These systems are the subject of the initial VPG implementation.[image: image2.png]


 

Virtual Proving Ground

The Virtual Proving Ground (VPG) is the Developmental Test Command’s (DTC) new way of doing business, leveraging the power of modeling and simulation (M&S) to provide integrated, reusable, reliable and cost-effective testing. Virtual ranges, expertise, databases, and modeling and simulation tools are networked to conduct valid tests with fewer hardware and human resources.

As shown in Figure 3, Top Level VPG Blueprint, the VPG is a distributed, integrated complex of materiel system performance and reliability simulation capabilities that generate valid materiel system effectiveness information by presenting verified modeled stimuli to systems operating in synthetic environments according to realistic procedures and ground truth information. 
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Figure 3. Top Level VPG Blueprint



As computer modeling and simulation has become more and more a part of the acquisition process, it presents both an opportunity and a requirement to apply computer simulation technology to the testing process, and to apply disciplined, valid test and evaluation practices in the simulation environment. DTC, the lead tester of Army equipment for over thirty years, is continuing development of the VPG. The VPG provides traditional and expanded test capabilities, in the modeling and simulation domain, in support of streamlined acquisition. It also saves weapons programs significant costs associated with test prototypes, ammunition, materials, and labor. 

Virtual Proving Ground: Application to UGV

The UGV/S JPO vision for VPG is to apply the DOD Simulation Based Acquisition and the Army Simulation and Modeling for Acquisition, Requirements and Training principles to minimize cost, speed development, reduce risk, and ensure that Soldiers and Marines remain at the center of all system development efforts.  The resulting VPG capability will support tests, analyses, and experiments to assist in UGV:

· Requirements Development

· Risk Reduction

· Technology Development and Evaluation

The UGV Pilot Project will bring together the VPG Synthetic Environments, Tools, Integrated Information Systems, Architectures, and standard Interfaces between the VPG Elements and the System Under Test.  The intent is to understand and enumerate the potential benefits of VPG to the JPO, to identify areas within the VPG that require additional development, and to support the JPO and the user(s) in concept analysis.  The September 2000 experiment leveraged a planned US Army Aviation and Missile Command Research, Development and Engineering Center (AMRDEC) Advanced Prototype Engineering and Experimentation (APEX) Laboratory exercise to 
demonstrate the following:

· Basic functionality of three combined synthetic environments: Chemical Agents, RF Data Links, and IR Scenery 

· Synthetic Environment access and test setup and control from three distributed DTC Test Centers: 

· Electronic Proving Ground, Ft. Huachuca AZ,

· Dugway Proving Ground, Dugway UT, and

· Redstone Technical Test Center, Redstone Arsenal AL.

· Interactive utilization by one distributed user: Armor School at Ft. Knox, KY.

· At least one piece of live hardware-in-the-loop: IR sensor in the RTTC Electro-Optical Test and Sensor Evaluation Laboratory

· And the ability of DTC to identify the data and processes required to completely establish test credibility:

· STARSHIP test setup, and monitoring, 

· Rigid data collection processes, and

· Standard test operating procedures and VV&A procedures.

Figure 4 describes the Proof of Principle exercise by illustrating the distributed sites involved in the test; an example exercise scenario; a sample IR scene produced by the VPG as injected into an unmanned vehicle Reconnaissance, Surveillance, and Target Acquisition (RSTA) sensor and captured for the Operator Control Unit (OCU); and, a system level diagram of the overall exercise.

UGV System Description

One of the unmanned systems represented in the exercise was the man portable system known as Matilda.  Although an entire vignette (vignette one) was planned around this system, there were no plans to immerse this system in virtual environments. Many other entities existed in the vignettes, but only the XUV was to be immersed in virtual environments.

The second unmanned system represented was the Experimental Unmanned Vehicle (XUV).  Several software packages interface and interoperate together to comprise the XUV suite: the real XUV DEMO III Operator Control Unit (OCU) software, the XUV simulation, a DIS/NML interpreter that interfaces between the control unit and the XUV simulation, and a 3D image picture generator.  Each OCU controls two XUVs.  In this way, two operators could use the control units to control a total of four virtual XUVs, all of which were to be subjected to virtual environments.  In the battle each virtual XUV was equipped with a JSLSCAD standoff chemical sensor and an IR Reconnaissance Surveillance Targeting Acquisition (RSTA) package.  In reality, each virtual XUV was paired to separate models of the JSLSCAD sensor model, and a single live RSTA package was prepared to meet the imagery needs of each XUV.
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Figure 4. UGV VPG Proof of Principle Exercise



Test Execution

Figure 5 indicates the overall flow of critical information and primary functionality at each site for the Proof-of-Principle event.  Sites presented in the figure kept resources at their home station during the primary part of execution. Contingency efforts required some variations from this plan.  However, all DTC sites (DPG, EPG, RTTC) successfully demonstrated distributed functionality as indicated between DTC sites and APEX during preparation and final integration.  In addition, ARL/ATC was able to monitor the test, and a software package used to monitor the exercise was integrated from the developer's office in Maryland.  This enabled rapid turnaround between software updates.
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Figure 5. UGY POP Functionality



Late Integration Issues
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Initial integration activities included exchanging data between a specific resource and an ICD message surrogate.  The DTC resources successfully completed ICD compliance testing prior to the week of testing.  In addition, integration checks showed that the network implementation between DTC sites and the APEX lab functioned as planned.  However, approximately 2 weeks prior to execution, major problems suddenly appeared. The ongoing investigation is now centering on several potential issues with one of the platforms used in POP. 

The primary work-around in light of these difficulties was to incorporate a reduced fidelity XUV simulation.  This simulation lacked much of the functionality that had been designed into the actual XUV simulation, but all distributed operations required its use.  This enabled EPG and DPG to fully participate on a distributed basis.  However, it was not able to drive the resources at RTTC for generating the scenes required for building simulated EO imagery or driving the RSTA sensor hardware with actual IR imagery.  Note that these functions had been successfully demonstrated earlier.

Test Variations

As a part of the overall scenario, three vignettes were used to examine various roles of unmanned vehicles. The vignettes will be used to immerse the unmanned vehicle control unit operators and their (live and virtual) equipment into a virtual battle.


Vignette one, urban RSTA mission where infantry were equipped with Matilda man portable robots, was performed as an internal APEX effort with no participation from any distributed sites as originally planned.  It was performed on the third day of testing.

Vignette two, chemical agent dispersion and detection mission using XUVs, occurred on a distributed basis using the reduced fidelity XUV simulation in place of the full XUV simulation as originally planned.  This enabled DPG to generate the chemical cloud and standoff chemical sensor detections while EPG determined the status of the XUV-OCU radio links.  ATC and RTTC were able to monitor the progress of the vignette without difficulty.  This vignette occurred on the first day of testing and proved to be very successful in terms of meeting stated objectives for POP.  Vignette two was repeated on the second day of testing using the full XUV simulation without any distributed sites participating.  The chemical cloud simulation and chemical sensor model were operated from within the APEX lab during this day of testing.  

Vignette three, which included XUVs equipped with Javelin missiles, was very different from what had originally been planned.  This vignette could only be run using the actual XUV simulation, thus again preventing any distributed operations.  The chemical environment and sensor model were operated from within the APEX lab.  The original plan had EPG generating RF effects between XUVs and OCUs while RTTC generated EO and IR based on RSTA actions, but neither of these functions were possible due to the late integration issues.

Test Monitoring and Control

Control and monitoring functions were only critical on the first day of testing, since that was the only day that distributed operations were performed.  Control occurred through voice commands from APEX and digital start and stop commands from APEX.  Monitoring occurred through three applications.  ModSAF stations monitored the battle from a common point of view, stealth viewers monitored the battle from a custom point of view and to see the chemical cloud, and Starship was used to monitor the status of specific resources as well as the status of the RF environment.

Although designed as a tool for generating RF affect messages back to the XUV simulation interface, EPG's Radio Connectivity Generator (RCG) was also very effective in providing situational awareness as well.  It included a top down view of the entities of interest as well as the communication links between entities.  Both Starship and RCG were viewable over the Internet via NetMeeting.  Starship was operated at the developer's site in Maryland while RCG was operated out of EPG in Arizona.  Figure 9 shows how Starship (left side of image) and RCG (right side of image) were viewed together to provide situational awareness of the test and the entities of interest on the battlefield. [image: image5.jpg]


 

Major Lessons Learned

The long-range plan for network infrastructure needed to make distributed testing more routine may need to be revised.  The system integrators should be able to focus more on meeting test requirements and less on the basics of interoperability.

Verify by testing that each platform (hardware and operating system) is compatible with the networking equipment and protocols to be used in the event.  This could prevent major problems from occurring close to the execution date.  Even if no compatibility issue is discovered, the results of this kind of testing helps the technical team to resolve future troubleshooting efforts more quickly.  The team encountered a case where one resource that had been used in previous distributed tests was having difficulty operating in the current distributed test.

If you are using an asynchronous transfer mode (ATM) based network such at the Defense Research and Engineering Network, avoid having to pass internet protocol / user data protocol (IP/UDP) traffic through routers and/or switches.  Either select a software interoperability approach that does not use UDP or select a network implementation that converts the UDP traffic to something else such as ATM cells as it leaves the local area network. Each router/switch must be specially configured to pass UDP traffic - as there are typically multiple routers/switches between the lab and the DREN node it can take an inordinate amount of time to get everything properly configured and checked.

Benefits for UGV JPO and VPG

The team formed by the JPO, software and network lead integrators, test centers, and AMRDEC APEX ultimately worked well together.  Cultural barriers and divergent objectives were eventually overcome, which will support the continued partnerships necessary to support customer objectives.

An initial network implementation is currently in place between one site at Dugway, Electronic Proving Ground, and Aberdeen Test Center as well as RTTC, AMCOM, and Ft. Knox.  This network implementation will support two major networking protocols typically used by the simulation community, TCP and UDP.  This allows legacy and emerging M&S products to be integrated without rebuilding the networks.

The team obtained additional insight on how to improve DTC's ability to provide virtual chemical, RF, and EO/IR environments for distributed tests as well as considerations on how to improve UGV, VPG, and RDEC resources and infrastructure to foster interoperability.  This can be used to further refine Virtual Proving Ground's vision of how integration will occur at all levels.

The Future

Initial follow-on activities will use much of the established software and network implementations to directly support UGV acquisition activities such as concept exploration and trade studies.  The Maneuver Support Center at Ft. Leavenworth and the Infantry School at Ft. Benning may be added over the next several months along with Army Research Lab and Aberdeen Test Center to support these and other activities.  The near term intent is to leverage the work performed during POP as well as through other government organizations to enable mobility and software-in-the-loop testing.

This event showed some of the current possibilities of testing within a virtual proving ground.  Three different environments were generated and distributed for the purpose of immersing and stimulating a system under test.  The standoff chemical agents and detectors used in POP could be replaced with other chemical or biological agents and sensors, either live or simulated.  The RF links modeled in POP could be replaced with other types of radio models to model various air and ground communication links and include additional capabilities such as relay and link reacquisition functions.  The still IR images requested and generated for POP could be applied to any imaging systems, and previous distributed events have included passing missile and launch unit video between sites.

Other proven resources are available throughout DTC enabling many more possibilities beyond what was demonstrated during UGV POP.  Lessons and recommendation from POP will be folded into this experience base and will be used to refine the emerging guidelines, standards, and tools.  These resources and areas of expertise, developed from other VPG initiatives, can be leveraged to support distributed live and virtual testing throughout the domain of testing and the rest of the acquisition cycle.

Beyond application to the UGV/S JPO, this distributed test capability will be utilized to support the evolving requirements under development in the Future Combat System, and other RSTA intensive unmanned and manned systems.

Darrell Bench, US Army Developmental Test Command, is the Program Manager for the Virtual Proving Ground developing simulation capability to support developmental testing for the US Army’s full range of weapons systems.  He has over 29 years experience working for the US Army in various positions, and has worked with his current organization for 14 years.  He is a graduate of the University of Utah and has a masters degree in Computer Science from Central Texas College.

Lloyd Brooks, Redstone Technical Test Center, is a Test Manager Team Leader who also serves as Deputy to the DTC Virtual Proving Grounds (VPG) Program Manager with on-site responsibility for the VPG UGV Pilot Project efforts.  He has a BS degree in Mechanical Engineering from Auburn University and an MS degree in Administrative Science from the University of Alabama in Huntsville.  His career spans several test disciplines including shock and vibration, climatics, and nondestructive testing.  He recently completed a developmental assignment as T&E Manager for the RFPI ACTD.  Most of his VPG UGV efforts in FY2000 have been focused on forging working partnerships between all the principals to distributively bring DTC environmental and system models to this AMRDEC APEX force on force simulation exercise.
Cliff Hudson, Unmanned Ground Vehicles/Systems Joint Project Office, is Chief of the Program Management Division. Have been in this position for the previous seven years. Major programs under development in the office include the Standardized Robotic System, Robotic Combat Support System, and the Tactical Unmanned Vehicle. Prior to this assignment spent 14 years in the US Army Aviation and Missile Command Acquisition Center in various engineering positions, first as a production engineering intern and finally as Chief of the Quantitative Analysis Division. He is a graduate of the University of Mississippi in Electrical Engineering (BSEE) and East Texas State University in Business Administration (MSBA).

Gene Downs, Amtec Corporation, spent four years as a project officer responsible for the integration and testing of systems under test on manned and unmanned fighter aircraft while on active duty in the U.S. Air Force.  After leaving the military, he spent three years supporting the Hunter Short Range Unmanned Aerial Vehicle First Article Test / System Qualification Program by refining test requirements, developing data analysis plans, and facilitating the engineering analysis reports.  Next he spent three years heavily involved in Project Constellation a VPG initiative to define requirements, tools and processes for distributed testing.  He recently acted as the overall integrator on the UGV VPG Integration Pilot Project for Developmental Test Command.

Van Sullivan, Amtec Corporation, is the Director of Engineering Operations, primarily responsible for Modeling and Simulation, Information Technology, and Systems Engineering support for T&E customers.  He is a graduate of the University of Tennessee and holds a master’s degree in electrical engineering from the University of Central Florida.
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The emergence of unmanned vehicles in complex Joint Vision 2020 context battlefield scenarios is presenting numerous challenges to the Department of Defense Test and Evaluation agencies. The US Army Developmental Test Command’s Virtual Proving Ground was recently used to conduct an Unmanned Ground Vehicle Proof of Principle event: an effort where all major facets of Virtual Proving Ground were utilized.  This was a geographically distributed exercise utilizing assets at multiple test sites, user locations, and a research center.  Specifically, resources within the Developmental Test Command were used to immerse virtual experimental unmanned vehicles in virtual environments.

















